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INTRODUCTION

Artificial intelligence is playing an increasingly larger role in all sectors of society, including policing. Many police departments are already using artificial intelligence (AI) to help predict and identify suspicious persons and places.1 Increased computational power and oceans of data have given rise to inferences about violence and threats.2 AI will change policing just as it will healthcare, insurance, commerce, and transportation. But what questions should we ask about AI and policing?

In policing, the term “artificial intelligence”3 might be best understood to refer to the growing use of technologies that apply algorithms to large sets of data to either assist human police work or replace it. Defined in this way, AI is already a significant factor in police work that, by increasing efficiency and providing insights from big data, can provide real benefits to the police as they tackle crime and enforce the law. If we can provide improvements to medicine, agriculture, and communication, so too might we modernize policing.

But policing is also different from other fields that have embraced AI. The police can detain, arrest, and even use deadly force in the appropriate circumstances. And the special role of the police provokes
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* Professor of Law, University of California, Davis, School of Law. These are remarks prepared for the symposium, “Singularity: Artificial Intelligence and the Law.” Many thanks to the editorial staff of the Seattle University Law Review for organizing this excellent symposium, and to Catherine Crump and Harlan Yu for very helpful comments.


2. Id. at 38.

3. While there is no single definition, AI generally refers to the use of technology that can perform tasks commonly associated with human intelligence. Another term commonly used in conjunction with AI is “machine learning,” which refers to systems that improve their performance on a task over time. See, e.g., MILES BRUNDAGE ET AL., THE MALICIOUS USE OF ARTIFICIAL INTELLIGENCE: FORECASTING, PREVENTION, AND MITIGATION 9 (2018), https://arxiv.org/abs/1802.07228 [https://perma.cc/FEQ6-S9DZ]. See also Ryan Calo, Artificial Intelligence Policy: A Primer and Roadmap, 51 U.C. DAVIS L. REV. 399, 404 (2017) (noting that there is no “straightforward, consensus definition of artificial intelligence,” but that it is “best understood as a set of techniques aimed at approximating some aspect of human or animal cognition using machines”).
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understandable fears in the case of AI. Some of these concerns are familiar but likely farfetched. While some might worry about the emergence of super-intelligent robots that enslave humans and start wars, such dystopian predictions seem unlikely to be realized anytime soon, if ever. But there are indeed real and pressing questions about the use of AI in our society, culture, and politics—so much so that there has emerged already a growing “algorithmic accountability” movement driven by technologists, scholars, and scientists. These concerns have equal application to the police.

What questions should be asked now about AI in policing? What issues should communities, lawmakers, police departments, and researchers pay attention to? In these remarks I do not attempt to provide a comprehensive list of concerns. Instead, my purpose here is to identify some of the important near-term questions for people new to the issues of AI and unfamiliar with their potential impacts on policing. Some of these issues overlap with questions that arise in other applications of AI; others are particular to the business of policing and security. We need to ask these questions about AI if we wish to maintain confidence in the integrity of policing.

I. PRIVATE POWER AND PUBLIC ACCOUNTABILITY

The most basic question for the public is whether the police are already employing AI and, if so, what kind. This might be an already widely adopted technology, such as automatic license plate readers. The combination of ubiquitous cameras, plate-reading algorithms, and cheap data storage permit the recording of billions of plates per year. While


6. For an excellent overview of policy questions for AI more generally, see Calo, supra note 3.

7. For a description of some of these technologies, see Joh, supra note 1, at 42–55.

license plate readers have long been a familiar sight, other forms of AI have only recently emerged.\footnote{9} A police agency might use predictive algorithms to forecast where crime is likely to occur in the future, or which persons might be at highest risk for crime victimization or perpetration.\footnote{10} The near future may see police agencies grow more interested in the possibilities for autonomous drones and other robots.\footnote{11} The type of AI employed has significant implications regarding power and accountability in policing.

Answering this question, however, may be surprisingly difficult. Is a police agency legally required to notify local government officials before procuring such a device? Is an agency bound by a nondisclosure agreement that prevents it from sharing details about the AI system that it has procured? Police agencies may not be obligated to provide disclosures, and sometimes may be prohibited from doing so.\footnote{12}

Even after such basic questions have been answered, there are more difficult ones about the relationship between the police agency and the company selling the AI system. Was the AI system procured through competitive bidding or through a single source contract? Will the training data be available to the police and the public? Will the algorithm using the training data be similarly available to the police and the public?\footnote{13} Does the contract between police agency and vendor confer ownership rights over the data and the analysis to the city, county, or state? And if the training data contains sensitive information, what are the vendor’s responsibilities in case of a data breach?

\begin{footnotes}
\item[12] For a discussion of the issues raised by the influence of surveillance technology companies on policing, see Elizabeth E. Joh, The Undue Influence of Surveillance Technology Companies on Policing, 92 N.Y.U. L. REV. ONLINE 101 (2017).
\end{footnotes}
II. BIAS AND FAIRNESS

Recent research has unearthed the dangers of hidden bias in AI systems. These biases can lie in the training data, algorithms, and overall design of the systems themselves. The introduction of such bias should raise alarms when applied to a criminal justice system that has imposed disproportionate burdens on racial minorities and the poor. It is a commonplace to point out the volumes of research documenting the thousands of discretionary decisions made by police, prosecutors, and judges that have contributed to this result.

By relying on these biases, AI-based systems in policing can reproduce and further amplify these patterns. If an AI system is premised upon racially biased policing data, it will integrate such biases into the analysis provided to the police. Police officers who then find criminally suspicious behavior in those neighborhoods identified by an AI system will confirm these biases. That creates the potential for a “pernicious feedback loop.”

Police agencies, communities, and local governments should ask: how can these AI systems address the potential of reproducing and amplifying bias? This should involve not only testing of an AI system before release but also continuous monitoring. Will the company providing the system permit access to researchers to ensure that rigorous and open monitoring will be possible? Will results of findings be provided to those communities that have historically experienced biased policing?

III. JUSTICE AND NORMS

More broadly, an AI system in policing is not a matter of ordinary procurement. A contract for new police uniforms may not raise concerns, but one for a new AI system should. When AI systems begin to inform basic decisions affecting civil liberties—including surveillance, detention, and arrest—police agencies must be prepared to address questions beyond narrow considerations of cost and ease of use.

A police chief tasked with the responsibility of procuring an AI system will want the product to be cheap, to be easy to learn, and to work.

14. See, e.g., AI NOW INST., supra note 5, at 4 (describing sources of bias).
15. See id. at 25.
17. CATHY O’NEIL, WEAPONS OF MATH DESTRUCTION: HOW BIG DATA INCREASES INEQUALITY AND THREATENS DEMOCRACY 87 (2017).
18. For an excellent overview of how police procurement of surveillance technology is inextricable from policymaking, see generally Catherine Crump, Surveillance Policy Making by Procurement, 91 WASH. L. REV. 1595 (2016).
But what should it mean for an AI system in policing to “work”? How are officers expected to interpret the outputs of an AI system that, for instance, models future threats? Does the AI system provide public safety benefits superior to other traditional approaches to policing?

Whatever benefits an AI system provides to a police agency, are there countervailing costs to public trust, individual privacy, and police legitimacy? Considerations here might include the types of interventions police officers make once they are provided with intelligence. Would a heightened threat score, for instance, result in home visits by the police or simply increased surveillance? What will happen when an AI system used by the police makes errors? Because AI often involves predictions, some of these predictions will inevitably be wrong. The harms of errors made by the police are not just abstract concepts like trust and legitimacy—AI errors will lead to wrongful stops, arrests, and unjustified force.

Are there some applications of AI systems that should not be used at all? There is an active international debate about the introduction of lethal autonomous weapons in war: how they fit into traditional understandings of the rules of engagement and whether they will transform war itself. That debate will inevitably come to domestic policing. Communities and lawmakers can anticipate this and decide whether to preempt the introduction of lethally armed autonomous robots for their own police agencies. Are there other uses of AI that agencies should presumptively prohibit until further research has proven their safety, fairness, and desirability?

CONCLUSION

To be sure, the adoption of AI systems in policing will be uneven, and it is still in its early stages. Some large urban police agencies are experimenting with novel forms of predictive algorithms, while others struggle with funding and conventional policing approaches. The

19. Cf. Calo, supra note 3, at 414 (“Without a thorough understanding of what it is that laws, norms, and other safeguards are trying to achieve, we cannot assess whether existing systems are adequate let alone design new systems that are.”).


21. See, e.g., Charlie LeDuff, Inside a Broken Police Department in Flint, Michigan, NEW YORKER (Feb. 25, 2018), https://www.newyorker.com/culture/photo-booth/inside-a-broken-police-
question now, however, is not whether AI will change policing, but rather, how best to balance its potential benefits while raising and assessing difficult questions of fairness, accountability, transparency, and ethics as the technology is applied to a core government responsibility. AI systems hold the promise of enhancing the abilities of the police to ensure safety and prevent violence. However, without attending to these emerging questions, AI systems also hold the potential to undermine civil rights and trust in the police.
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department-in-flint-michigan ("To save money, the city shuttered its police academy and cut its police force in half. Crime, naturally, doubled.").